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Notes: this lecture introduces some mathematical concepts and only at the end begins to discuss physical applications. All the math will be at a very low level of completeness and rigor. These notes are far from final and are almost completely without references and figures, and undoubtedly some things will be cut and some things will be added in the final version. I am hoping especially to add one or two of the examples discussed in class as undemanding "homework". Comments are welcome.

## I. MATHEMATICAL PRELIMINARIES

## A. An intuitive example of global geometry and topology: Gauss-Bonnet

You may have heard a topologist described as "a mathematican who can't tell the difference between a donut and a coffee cup." As an example of the connections between geometry and topology, we start by discussing an integral that will help us classify two-dimensional compact manifolds (surfaces without boundaries) embedded smoothly in three dimensions. The integral we construct is "topologically invariant" in that if one such surface can be smoothly deformed into another, then the two will have the same value of the integral. The integral can't tell the difference between the surface of a coffee cup and that of a donut, but it can tell that the surface of a donut (a torus) is different from a sphere. Similar connections between global geometry and topology appear frequently in this course.

We start with a bit of local geometry. Given our 2D surface in 3D, we can choose coordinates at any point on the surface so that the $(x, y, z=0)$ plane is tangent to the surface, which can locally be specified by a single function $z(x, y)$. We choose $(x=0, y=0)$ to be the given point, so $z(0,0)=0$. The tangency condition is

$$
\begin{equation*}
\left.\frac{\partial z}{\partial x}\right|_{(0,0)}=\left.\frac{\partial z}{\partial y}\right|_{(0,0)}=0 \tag{1}
\end{equation*}
$$

Hence we can approximate $z$ locally from its second derivatives:

$$
z(x, y) \approx \frac{1}{2}\left(\begin{array}{ll}
x & y
\end{array}\right)\left(\begin{array}{cc}
\frac{\partial z}{\partial^{2} x} & \frac{\partial z}{\partial x \partial y}  \tag{2}\\
\frac{\partial z}{\partial y \partial x} & \frac{\partial z}{\partial^{2} y}
\end{array}\right)\binom{x}{y}
$$

The "Hessian matrix" that appears in the above is real and symmetric. It can be diagonalized and has two real eigenvalues $\lambda_{1}, \lambda_{2}$, corresponding to two orthogonal eigendirections in the $(x, y)$ plane. The geometric interpretation of these eigenvalues is simple: their magnitude is an inverse radius of curvature, and their sign tells whether the surface is curving toward or away from the positive $z$ direction in our coordinate system. To see why the first is true, suppose that we carried out the same process for a circle of radius $r$ tangent to the $x$-axis at the origin. Parametrize the circle by an angle $\theta$ that is 0 at the origin and traces the circle counter-clockwise, i.e.,

$$
\begin{equation*}
x=r \sin \theta, \quad y=r(1-\cos (\theta)) \tag{3}
\end{equation*}
$$

Near the origin, we have

$$
\begin{equation*}
y=r\left(1-\cos \left(\sin ^{-1}(x / r)\right)=r-\left(1-\frac{x^{2}}{2 r^{2}}\right)=\frac{x^{2}}{2 r}\right. \tag{4}
\end{equation*}
$$

which corresponds to an eigenvalue $\lambda=1 / r$ of the matrix in Eq. 2.
Going back to the Hessian, its determinant (the product of its eigenvalues $\lambda_{1} \lambda_{2}$ ) is called the Gaussian curvature and has a remarkable geometric significance. First, consider a sphere of radius $r$, which at every point has $\lambda_{1}=\lambda_{2}=1 / r$. Then we can integrate the Gaussian curvature over the sphere's surface,

$$
\begin{equation*}
\int_{S^{2}} \lambda_{1} \lambda_{2} d A=\frac{4 \pi r^{2}}{r^{2}}=4 \pi \tag{5}
\end{equation*}
$$

Beyond simply being independent of radius, this integral actually gives the same value for any compact manifold that can be smoothly deformed to a sphere.

However, we can easily find a compact manifold with a different value for the integral. Consider the torus made by revolving the circle in Eq. 3, with $r=1$, around the axis of symmetry $x=t, y=-1, z=0$, with $-\infty<t<\infty$. To compute the Gaussian curvature at each point, we sketch the calculation of the eigenvalues of the Hessian as follows. One eigenvalue is around the smaller circle, with radius of curvature $r: \lambda_{1}=1 / r=1$. Then the second eigenvalue must correspond to the perpendicular direction, which has a radius of curvature that depends on the angle $\theta$ around the smaller circle (we keep $\theta=0$ to indicate the point closest to the axis of symmetry). The distance from the axis of symmetry is $2-\cos \theta$, so we might have guessed $\lambda_{2}=(2-\cos \theta)^{-1}$, but there is an additional factor of $\cos \theta$ that appears because of the difference in direction between the surface normal and this curvature. So our guess is that

$$
\begin{equation*}
\lambda_{2}=-\frac{\cos \theta}{2-\cos \theta} \tag{6}
\end{equation*}
$$

As a check and to understand the sign, note that this predicts a radius of curvature 1 at the origin and other points closest to the symmetry axis, with a negative sign in the eigenvalue indicating that this curvature is in an opposite sense as that described by $\lambda_{1}$. At the top, the radius of curvature is 3 and in the same sense as that described by $\lambda_{1}$, and on the sides, $\lambda_{2}$ vanishes because the direction of curvature is orthogonal to the tangent vector.

Now we compute the curvature integral. With $\phi$ the angle around the symmetry axis, the curvature integral is

$$
\begin{equation*}
\int_{T^{2}} \lambda_{1} \lambda_{2} d A=\int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi}(2-\cos \theta) d \phi \lambda_{1} \lambda_{2}=\int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi} d \phi(-\cos \theta)=0 \tag{7}
\end{equation*}
$$

Again this zero answer is generic to any surface that can be smoothly deformed to the torus. The general result (the Gauss-Bonnet formula) of which the above are examples is

$$
\begin{equation*}
\int_{S} \lambda_{1} \lambda_{2} d A=2 \pi \chi=2 \pi(2-g) \tag{8}
\end{equation*}
$$

where $\chi$ is a topological invariant known as the Euler characteristic and $g$ is the genus, essentially the number of "holes" in the surface. ${ }^{1}$ For a compact manifold with boundaries, the Euler characteristic becomes $2-2 g-b$, where $b$ is the number of boundaries: one can check this by noting that by cutting a torus, one can produce two discs (by slicing a bagel) or alternately a cylinder with two boundaries (by slicing a bundt cake). We will not prove the Gauss-Bonnet formula but will encounter the Euler characteristic several times in these notes.

More generally, we will encounter several examples where a topological invariant is expressed as an integral over a local quantity with a geometric significance. We now turn to a simpler example in order to allow us to introduce some basic concepts of algebraic topology.

## B. Invariant integrals along paths in two dimensions: exact forms

As our first example of a topological property, let's ask about making line integrals along paths (not path integrals in the physics sense, where the path itself is integrate over) that are nearly independent of the precise path: they will turn out to depend in some cases on topological properties (homotopy or cohomology). We will assume throughout these notes, unless otherwise specified, that all functions are smooth (i.e., $\mathbb{C}^{\infty}$, meaning derivatives of all orders exist).

First, suppose that we deal with paths on some open set $U$ in the two-dimensional plane $\mathbb{R}^{2}$. (Open set: some neighborhood of each point in the set is also in the set.) We consider a smooth path $(u(t), v(t))$, where $0 \leq t \leq 1$ and the endpoints may be different. (To make these results more precise, we should provide for adding one path to another by requiring only piecewise smooth paths, and require that $u$ and $v$ be smooth in an open set including $t \in[0,1]$. For additional rigor, see the first few chapters of W. Fulton, "Algebraic Topology: A First Course", Springer).

Now let $f(x, y)=(p(x, y), q(x, y))$ be a two-dimensional vector field that lets us compute line integrals of this path:

$$
\begin{equation*}
W=\int_{0}^{1} d t p \frac{d u}{d t}+q \frac{d v}{d t} d t \tag{9}
\end{equation*}
$$

[^0]where $p$ and $q$ are evaluated at $(x(t), y(t))$.
Mathematical note: in more fancy language, $f$ is a differential form, a " 1 -form" to be precise. All that means is that $f$ is something we can use to form integrals over paths that are linear and probe the tangent vector of the path. Another way to state this, with which you may be more familiar is that the tangent vector to a path, which we call a "vector", transforms naturally in an opposite way to the gradient of a function, which we call a "covector". To convince yourself that this is true, think about how both transform under a linear transformation on the underlying space. We will say a bit more about such forms in a moment.

Our first goal is to show that the following three statements are equivalent: (a) $W$ depends only on the endpoints $(u(0), v(0))$ and $(u(1), v(1))$; (b) $W=0$ for any closed path; (c) $f$ is the gradient of a function $g:(p, q)=\left(\partial_{x} g, \partial_{y} g\right)$; The formal language used for (c) is that $f$ is an exact form: $f=d g$ is the differential of a 0 -form (a smooth function) $g$.

Note that (c) obviously implies (a) and (b), since then $W=g(u(1), v(1))-g(u(0), v(0))$. To show that (b) implies (a), suppose (b) is true and (a) is not. Then there are two paths $\gamma_{1}, \gamma_{2}$ that have different integrals but the same endpoints. Form a new path $\gamma$ so that, as $t$ goes from 0 to $\frac{1}{2}, \gamma_{1}$ is traced, and then as $t$ goes from $\frac{1}{2}$ to $1, \gamma_{2}$ is traced opposite its original direction (now you can see why piecewise smooth paths are needed if one wants to be rigorous). Then this integral is nonzero, which contradicts (b).

It remains to show that (a) implies (c). Define $g(x, y)$ as equal to 0 at $(0,0)$, or some other reference point in $U$ if $U$ does not include the origin. Everywhere else, set $g$ equal to the $W$ obtained by integrating over an arbitrary path from $(0,0)$ to the final point, which by (a) is path-independent. (If $U$ is not connected, then carry out this process on each connected component.) We will show that $\partial_{x} g=p$, and the same logic then implies $\partial_{y} g=q$. We need to compute

$$
\begin{equation*}
\partial_{x} g=\lim _{\Delta x \rightarrow 0} \frac{g(x+\Delta x, y)-g(x, y)}{\Delta x} \tag{10}
\end{equation*}
$$

We can obtain $g$ by any path we like, so let's take an arbitrary path to define $g(x, y)$, then add a short horizontal segment to that path to define the path for $g(x+\Delta x, y)$. The value of the integral along this extra horizontal segment converges to $p(x, y)(\Delta x)$, as needed.

It turns out that the above case is simple because the plane we started with is "topologically trivial." Before proceeding to look at a nontrivial example, let us state one requirement on $f$ that is satisfied whenever $f$ is exact $(f=d g)$. The fact that partial derivatives commute means that, with $f=d g=(p, q), \partial_{y} p=\partial_{x} q$. We can come up with an elegant notation for this property by expanding our knowledge of differential forms.

Before, we obtained a 1-form $f$ as the differential of a scalar $g$ by defining

$$
\begin{equation*}
f=d g=\partial_{x} g d x+\partial_{y} g d y \tag{11}
\end{equation*}
$$

Note that we now include the differential elements $d x, d y$ in the definition of $f$, and that 1-forms form a real vector space (spanned by $d x, d y$ ): we can add them and multiply them by scalars. To obtain a 2 -form as the differential of a 1 -form, we repeat the process: writing $f=f_{i} d x_{i}$ (with $x_{1}=x, x_{2}=y, f_{1}=p, f_{2}=q$ )

$$
\begin{equation*}
d f=\sum_{j} \frac{\partial f_{i}}{\partial x_{j}} d x_{j} \wedge d x_{i} \tag{12}
\end{equation*}
$$

where the $\wedge$ product between differential forms satisfies the rule $d x_{i} \wedge d x_{j}=-d x_{j} \wedge d x_{i}$, which implies that if any coordinate appears twice, then we get zero: $d x \wedge d x=0$. For some intuition about why this anticommutation property is important, note that in our 2D example,

$$
\begin{equation*}
d f=\left(\partial_{x} f_{y}-\partial_{y} f_{x}\right) d x \wedge d y \tag{13}
\end{equation*}
$$

so that the function appearing in $d f$ is just the curl of the 2 D vector field represented by $f$. So our statement about partial derivatives commuting is just the statement that if $f=d g$, then $d f=0$, or that the curl of a gradient is zero. We label any 1 -form satisfying $d f=0$ a closed form. While every exact form is also closed, we will see that not every closed form is exact, with profound consequences.

## C. Topologically invariant integrals along paths: closed forms

As an example of nontrivial topology, we would now like to come up with an example where integrals over paths are only path-independent in a limited "topological" sense: the integral is the same for any two paths that are homotopic,
one of the fundamental concepts of topology (to be defined in a moment). Basically, two paths are homotopic if one can be smoothly deformed into another. Consider the vector field

$$
\begin{equation*}
f=(p, q)=\left(-\frac{y}{x^{2}+y^{2}}, \frac{x}{x^{2}+y^{2}}\right)=\frac{-y d x+x d y}{x^{2}+y^{2}} \tag{14}
\end{equation*}
$$

where in the second step we have written it using our 1-form notation. This vector field is well-defined everywhere except the origin. This 1-form looks locally like the differential of $g=\tan ^{-1}(y / x)$ (which just measures the angle in polar coordinates), but that function can only be defined smoothly on some open sets. For example, in a disc around the origin, the $2 \pi$ ambiguity of the inverse tangent prevents defining $g$ globally.

So if we have a path that lies entirely in a region where $g$ can be defined, then the integral of this 1-form over the path will give the change in angle between the starting point and end point $g(u(1), v(1))-g(u(0), v(0))$. What about other types of paths, for example, paths in $\mathbb{R}^{2} /\{0,0\}$, the 2 D plane with the origin omitted, that circle the origin and return to the starting point? We can still integrate using the 1-form $f$, even if it is not the gradient of a scalar function $g$, and will obtain the value $2 \pi n$, where $n$ is the "winding number": a signed integer that describes how many times the closed path $(u(t), v(t))$ circled the origin as $t$ went from 0 to 1 .

Now this winding number does not change as we make a small change in the closed path, as long as the path remains in $\mathbb{R}^{2} /\{0,0\}$. What mathematical property of $f$ guarantees this? Above we saw that any exact 1-form (the differential of a scalar function) is also closed. While $f$ is not exact, we can see that it is closed:

$$
\begin{equation*}
d f=\left(\partial_{x} \frac{x}{x^{2}+y^{2}}\right) d x \wedge d y+\left(\partial_{y} \frac{-y}{x^{2}+y^{2}}\right) d y \wedge d x=\frac{2-2}{x^{2}+y^{2}} d x \wedge d y=0 \tag{15}
\end{equation*}
$$

In other words, $(-y, x) /\left(x^{2}+y^{2}\right)$ is curl-free ("irrotational"), while $(-y, x)$ has constant nonzero curl. Now suppose that we are given two paths $\gamma_{1}$ and $\gamma_{2}$ that differ by going in different ways around some small patch $d A$ in which the 1 -form remains defined. The difference in the integral of $f$ over these two paths is then the integral of $d f$ over the enclosed surface by Stokes's theorem, which is zero if $f$ is a closed form.

So we conclude that if $f$ is a closed form, then the path integral is path-independent if we move the path through a region where $f$ is always defined. For an exact form, the integral is completely path-independent. In the case of $\mathcal{R} /\{0,0\}$, the 1-form in Eq. 14 is locally but not completely path-independent. Both closed forms and exact forms are vector spaces (we can add and multiply by scalars), and typically infinite-dimensional, but their quotient as vector spaces is typically finite-dimensional. (The quotient of a vector space $A$ by a vector space $B$ is the vector space that identifies any two elements of $A$ that differ only by an element of $B$ ). A basic object in "cohomology" is the first de Rham cohomology group (a vector space is by definition a group under addition),

$$
\begin{equation*}
H^{1}(M)=\frac{\text { closed 1-forms on } M}{\text { exact 1-forms on } M}=\frac{Z^{1}(M)}{B^{1}(M)} \tag{16}
\end{equation*}
$$

If you wonder why the prefix "co-" appears in "cohomology", there is a dual theory of linear combinations of curves, etc., called homology, in which the differential operator in de Rham cohomology is replaced by the boundary operator. However, while arguably more basic mathematically, homology seems to crop up less frequently in physics.

In this introductory discussion, we will focus on cohomology with real coefficients. The first and second Chern numbers defined later and applied to topological phases are actually elements of the even cohomology groups with integer coefficients $H^{2 k}(M, \mathbb{Z})$.

An even simpler object is the zeroth de Rham cohomology group. To understand this, realize that a closed 0-form is one whose gradient is zero, i.e., one that is constant on each connected component of $U$. There are no (-1)-forms and hence no exact 0 -forms. So the zeroth group is just $\mathbb{R}^{n}$, where $n$ is the number of connected components.

We can show that $H^{1}=\mathbb{R}$ for the unit circle $S^{1}$ using the angle form $f$ in Eq. 14, by showing that this form (more precisely, its equivalence class up to exact forms) provides a basis for $H^{1}$. Given some other form $f^{\prime}$, we use the unit circle path, parametrized by an angle $\theta$ going from zero to $2 \pi$, to define

$$
\begin{equation*}
c=\frac{\int_{0}^{2 \pi} f^{\prime}}{\int_{0}^{2 \pi} f} \tag{17}
\end{equation*}
$$

Now $f^{\prime}-c f$ integrates to zero. We can define a function $g$ via

$$
\begin{equation*}
g(\theta)=\int_{0}^{\theta}\left(f^{\prime}-c f\right) \tag{18}
\end{equation*}
$$

Now $g$ is well-defined and periodic because of how we defined $c$, and $f^{\prime}=c f+d g$, which means that $f^{\prime}$ and $c f$ are in the same equivalence class as $d g$ is an exact form. We say that $f^{\prime}$ and $f$ are cohomologous because they differ by an exact form. So $c f, c \in \mathbb{R}$, generates $H^{1}$, and $H^{1}\left(S^{1}\right)$ is isomorphic to $\mathbb{R}$. With a little more work, one can show that $\mathcal{R} /\{0,0\}$ also has $H^{1}=\mathbb{R}$.

Actually we can connect the results of this section to the previous one: a general expression for the Euler characteristic is

$$
\begin{equation*}
\chi(M)=\sum_{i}(-1)^{i} \operatorname{dim} H^{i}(M)=\sum_{i}(-1)^{i} \operatorname{dim} \frac{Z^{i}(M)}{B_{i}(M)} \tag{19}
\end{equation*}
$$

The dimension of the $i$ th cohomology group is called the $i$ th Betti number (to be pedantic, the Betti numbers are defined for homology rather than cohomology, but we can use a duality relationship). There is a compact way to express the idea of cohomology and homology that will let us introduce some notation and terminology. If $\Omega_{r}$ is the vector space of $r$-forms, and $C_{r}$ is the dual space of $r$-chains, then the action of the boundary operator and the differential is as follows:

$$
\begin{align*}
& \longleftarrow C_{r} \stackrel{\longleftarrow}{\longleftrightarrow} C_{r+1} \stackrel{\partial_{r+1}}{\stackrel{\partial_{r+2}}{ }} C_{r+2} \longleftarrow \\
& \longrightarrow \Omega_{r} \underset{d_{r+1}}{\stackrel{ }{d_{r+2}}} \Omega_{r+2} \longrightarrow \tag{20}
\end{align*}
$$

The $r$ th cohomology group is the quotient $\operatorname{ker} d_{r+1} / \operatorname{im} d_{r}$, and the $r$ th homology group is $\operatorname{ker} \partial_{r} / \operatorname{im} \partial_{r+1}$.
The duality relationship is provided by Stokes's theorem. Recall that this theorem relates the integral of a form over a boundary to the integral of the differential of the form over the interior. In terms of the linear operator $(f, c)$ that evaluates the form $f$ on the chain $c$, we have the compact expression

$$
\begin{equation*}
(f, \partial c)=(d f, c) \tag{21}
\end{equation*}
$$

Now we move on to a different type of topology that is perhaps more intuitive and will be useful for our first physics challenge: how to classify defects in ordered systems.

## D. Homotopy

What if we did not want to deal with smooth functions and calculus? An even more basic type of topology is homotopy theory, which can be defined without reference to calculus, differential forms, etc. (although in physics the assumption of differentiability is usually applicable). Suppose that we are given a continuous map from $[0,1]$ to a manifold $M$ such that 0 and 1 get mapped to the same point; we can think of this as a closed curve on $M$. We say that two such curves $\gamma_{1}, \gamma_{2}$ are homotopic if there is a continuous function (a homotopy) $f$ from $[0,1] \times[0,1]$ to $M$ that satisfies

$$
\begin{equation*}
f(x, 0)=\gamma_{1}(x), \quad f(x, 1)=\gamma_{2}(x) \tag{22}
\end{equation*}
$$

Intuitively, $f$ describes how to smoothly distort $\gamma_{1}$ to $\gamma_{2}$. Now homotopy is an equivalence relation and hence defines equivalence classes: $\left[\gamma_{1}\right]$ is the set of all paths homotopic to $\gamma_{1}$. Furthermore, concatenation of paths (i.e., tracing one after the other) defines a natural group structure on these equivalence classes: the inverse of any path can be obtained by tracing it in the opposite direction. (To be precise, one should define homotopy with reference to a particular point where paths start and end; for a symmetric space where all points are basically equivalent, this is unnecessary.) We conclude that the equivalence classes of closed paths form a group $\pi_{1}(M)$, called the fundamental group or first homotopy group. Higher homotopy groups $\pi_{n}(M)$ are obtained by considering mappings from the $n$-sphere $S^{n}$ to $M$ in the same way.

The homotopy groups of a manifold are not independent of the cohomology groups: for example, if $\pi_{1}(M)$ is trivial, then so is the first de Rham group. The cohomology groups are always Abelian; in general, the first de Rham group with integer coefficients is the Abelianization of $\pi_{1}$ (which need not be Abelian, although higher homotopy groups are). If you are interested in further details, the result of Hurewicz gives a relationship between higher cohomology and homotopy groups. The examples above of $\mathbb{R}^{2} /\{0,0\}$ and $S^{1}$ both have $\pi_{1}(M)=\mathbb{Z}$ : there is an integer-valued winding number that we can use to classify paths, and this winding number can be computed by the angle form given above. So our two-dimensional examples already contains the two types of topology that occur most frequently in physics: de Rham cohomology and homotopy. We will return to homotopy in much more detail in a moment, when we explain how it can be used to classify topological defects such as vortices in broken-symmetry phases.

## E. Application of homotopy to topological defects in symmetry-breaking phases

As a direct physical application of homotopy theory, consider the notion of a "vortex" in an ordered phase such as a superfluid. Such a configuration has a core where there is no order, but far away from the core the system is always locally in an ordered state. However, which ordered state the system is in varies smoothly as we move around the vortex core. For a 2D defect with a point core, such as a vortex of the 2D XY model, the vortex core is enclosed by a large real-space circle $S^{1}$, and as we move around this circle we have a map from $S^{1}$ to $S^{1}$, where the first circle is real space and the second circle reflects that the "order parameter manifold" of distinct ordered configurations of the XY model is also a circle.

The mathematical classification of topological defects has been carried out for a variety of systems. Vortex-like defects (defects that can be circled by a loop) are related to the group $\Pi_{1}(M)$, where $M$ is the manifold of degenerate values of the order parameter once its magnitude has been set (for example, $S^{1}$ for XY and $S^{2}$ for Heisenberg, where $S^{d}$ is the unit sphere in $d+1$ dimensions). $\pi_{1}(M)$ is known as the first homotopy group and is the group of equivalence classes of mappings from $S^{1}$ to $M$ : for example, the mappings from $S^{1}$ to $S^{1}$ are characterized by an integer winding number $n \in \mathcal{Z}$, so $\pi_{1}\left(S^{1}\right)=\mathcal{Z}$, while $\pi_{1}\left(S^{2}\right)=0$ (the group with one element) as any loop on the sphere is contractible to a point.

In other words, $\pi_{1}(M)$ gives the set of equivalence classes up to smooth deformations of closed paths on $M$. Multiplication of equivalence classes in the group is defined by concatenation of paths. The second homotopy group $\pi_{2}(M)$ classifies mappings from $S^{2}$ to $M$, and describes defects circled by a sphere, such as pointlike defects in 3D. For example, $\pi_{2}\left(S^{2}\right)$ is nonzero, and there are stable point defect configurations of Heisenberg spins (known descriptively as "hedgehogs") but not of XY spins. There can also be topological configurations that are not "defects" but not homotopic to the identity: the most famous example is the skyrmion configuration of a uniaxial ferromagnet in 2D, where all spins at infinity point in the same direction and the spin direction moves in the plane in such a way as to cover the sphere once. Shankar's monopoles and other defect-free configurations in 3D are related to the group $\pi_{3}$.

There is a considerable technology built up for the calculation of homotopy groups of general order parameter manifolds $M=G / H$, whose elements are cosets of the residual symmetry group $H$, i.e., any symmetries that survive in the ordered phase, in the high-temperature symmetry group $G$. For example, for a uniaxially ordered Heisenberg ferromagnet, $G=S O(2)$ and $H=S O(3)$ so indeed $M=S^{2}$ as anticipated earlier. The advent of complicated ordered states in systems such as liquid crystals and spinor condensates stimulated the development of the techniques described in the lecture notes of V. Poenaru and the Review of Modern Physics by N. D. Mermin. (?)

## II. BERRY PHASES IN QUANTUM MECHANICS

We now turn to a beautiful geometric property of quantum mechanics that was understood relatively recently: the geometric or Berry phase. The connection to the Gauss-Bonnet theorem we mentioned earlier is as follows. Curvature is a property of Riemannian manifolds, which have a (real) inner product defined on the tangent space at each point. (The combination of a differentiable manifold and its tangent space at each point is the "tangent bundle", the simplest example of a vector bundle, an attachment of a vector space to each point of a manifold.) This inner product varies smoothly from point to point, which allows us to define a number of important concepts, including parallel transport and curvature.

Frequently in quantum mechanics we have, instead of a tangent space, a Hilbert space (including an Hermitian inner product) that varies smoothly from point to point in parameter space. Hence one can think of the Berry-phase objects we are about to define as really quite similar to curvature and related properties on Riemannian manifolds, except that the Berry phase does not come from the intrinsic geometry of the manifold of parameters but rather with how the attached Hilbert space evolves as parameters change.

An important result from undergraduate quantum mechanics is the "adiabatic approximation". Suppose that a system is prepared in a nondegenerate eigenstate of a time-dependent Hamiltonian $H$. For later reference, we will write $H$ as a function of some parameters $\lambda_{i}$ that depend on time: $H(t)=H\left(\lambda_{1}(t), \lambda_{2}(t), \ldots\right)$. If the eigenstate remains nondegenerate, then the adiabatic approximation is the result that if the Hamiltonian changes slowly in time (how slowly depends primarily on the energy gap between adjacent eigenstates), then there are no transitions between eigenstates.

This approximation, when correct, actually only gives part of the story: it describes the probability to remain in the eigenstate that evolved from the initial eigenstate, but there is actually nontrivial information in the phase of the final state as well. This result may seem quite surprising because the overall phase in quantum mechanics is in general independent of observable quantitites. However, the Berry phase from an adiabatic evolution is observable: for example, one system can be taken around a closed path in parameter space, while another system initially identical to the first can be taken around a different path, or the null path; an interference experiment on the final states will
reveal the Berry phase. The first example of this type of geometric phase in physics was found more than fifty years ago by Pancharatnam in an optical example, but the classic Berry paper of 1984 was the first to explain the concept in its full generality.

Berry's result for a closed path is relatively simple to state, but some careful thought is required to understand and derive it. In moving a system adiabatically around a closed path in parameter space, the final wavefunction is in the same eigenstate as the initial one (again, under the assumptions of the adiabatic approximation as stated above), but its phase has changed:

$$
\begin{equation*}
\left|\psi\left(t_{f}\right)\right\rangle=e^{-(i / \hbar) \oint_{t_{i}}^{t_{f}} E\left(t^{\prime}\right) d t^{\prime}} e^{i \gamma}\left|\psi\left(t_{i}\right)\right\rangle \tag{23}
\end{equation*}
$$

Here $E\left(t^{\prime}\right)$ means the corresponding eigenvalue of the Hamiltonian at that time, and $\gamma$ is the Berry phase, expressed as an integral over a path in parameter space with no time-dependence:

$$
\begin{equation*}
\gamma=i \int\left\langle\tilde{\psi}\left(\lambda_{i}\right)\right| \nabla_{\lambda}\left|\tilde{\psi}\left(\lambda_{i}\right)\right\rangle \cdot d \lambda \tag{24}
\end{equation*}
$$

Note that there are two different wavefunctions $\psi$ and $\tilde{\psi}$ in the above formulas. $\psi(t)$ has a time argument and means the wavefunction of the system at that time. The "reference wavefunction" $\tilde{\psi}\left(\lambda_{i}\right)$ has a parameter argument and indicates the wavefunction we have chosen of the Hamiltonian for that value of the parameters, which we assume to be smoothly varying ${ }^{2}$ A key assumption of the following derivation is that there is some smooth choice of the $\tilde{\psi}\left(\lambda_{i}\right)$ throughout a surface in parameter space with the loop as boundary.

For an open path, we need to describe the phase of the wavefunction relative to this reference set, so the expression becomes more complicated (for the closed path, we could simply compare the initial and final wavefunctions, without needing the reference set at these points). We will show that, assuming $\psi\left(t_{i}\right)=\tilde{\psi}\left(\lambda\left(t_{i}\right)\right)$ so that the initial wavefunction is equal to the reference state at the corresponding value of parameters,

$$
\begin{equation*}
\left\langle\tilde{\psi}\left(\lambda_{i}(t)\right) \mid \psi(t)\right\rangle=e^{-(i / \hbar) \int_{0}^{t} E\left(t^{\prime}\right) d t^{\prime}} e^{i \gamma} \equiv e^{i \theta(t)} \tag{25}
\end{equation*}
$$

i.e., the Berry phase appears as an extra contribution, beyond the expected contribution related to the energy, when comparing the actual time-dependent evolved state $\psi(t)$ to the reference state at the same point in parameter space $\lambda_{i}(t)$. We write $\theta(t)$ for the total phase including both energetic and Berry contributions. We can take the time derivative using the time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=H(t) \psi \tag{26}
\end{equation*}
$$

The first two quantities in (25) agree initially from our choice of the phase of $\psi\left(t_{i}\right)$. The time derivative of the leftmost is

$$
\begin{equation*}
\left\langle\tilde{\psi}\left(\lambda_{i}(t)\right)\right| \frac{-i E(t)}{\hbar}|\psi(t)\rangle+\frac{d \lambda_{j}}{d t}\left\langle\partial_{\lambda_{j}} \tilde{\psi}\left(\lambda_{i}(t)\right) \mid \psi(t)\right\rangle, \tag{27}
\end{equation*}
$$

Since $e^{i \theta(t)}=\left\langle\psi\left(\lambda_{i}(t)\right) \mid \psi(t)\right\rangle$, this gives

$$
\begin{equation*}
\partial_{t} \theta(t)=\left[\frac{d}{d t} e^{i \theta(t)}\right]\left(-i e^{-i \theta(t)}\right)=(-i)\left(\left.\frac{-i E(t)}{\hbar}\left\langle\tilde{\psi}\left(\lambda_{i}(t)\right)\right|+\frac{d \lambda_{j}}{d t}\left\langle\partial_{\lambda_{j}}\right| \tilde{\psi}\left(\lambda_{i}(t)\right) \right\rvert\,\right)|\psi(t)\rangle\left\langle\psi(t) \mid \tilde{\psi}\left(\lambda_{i}(t)\right)\right\rangle, \tag{28}
\end{equation*}
$$

and this is satisfied if we set (note that for $E$ we do not need to distinguish between time and $\lambda$ dependent)

$$
\begin{equation*}
\partial_{t} \theta(t)=-\frac{E(t)}{\hbar}-i \frac{d \lambda_{j}}{d t}\left\langle\partial_{\lambda_{j}} \tilde{\psi}\left(\lambda_{i}(t)\right) \mid \tilde{\psi}\left(\lambda_{i}(t)\right)\right\rangle \tag{29}
\end{equation*}
$$

which is our desired conclusion. We used the fact that $\psi$ and $\tilde{\psi}$ differ only by a phase factor, since they describe the same non-degenerate state, to eliminate $|\psi\rangle\langle\psi|$.

The "Berry connection" or "Berry vector potential" $A_{j}=i\left\langle\psi\left(\lambda_{i}\right) \mid \partial_{\lambda_{j}} \psi\left(\lambda_{i}\right)\right\rangle$ is real, which follows from noting that $\partial_{\lambda_{j}}\left\langle\tilde{\psi}\left(\left(\lambda_{i}\right)\left|\tilde{\psi}\left(\lambda_{i}\right)\right\rangle=0\right.\right.$ by constancy of normalization. It is required for a nonzero Berry phase that $H$ evolve in such

[^1]a way that the wavefunction changes by more than just a phase, so that that the evolution of the wavefunction is more than just a simple phase factor, even though the actual rate of change in $H$ drops out and only the path taken by $H$ enters the Berry phase.

Now one can ask whether the Berry connection $\mathbf{A}$ is independent of how we chose the reference wavefunctions (in this case, the $U(1)$ degree of freedom in the wavefunction at each $\lambda$ ). While for an open path it clearly is not phase-independent, the Berry phase is phase-independent for a closed path, for exactly the same reasons as a closed line integral of $\mathbf{A}$ is gauge-independent in electrodynamics: we can integrate the "Berry flux" or "Berry curvature" $\epsilon_{i j} \partial_{i} A_{j}$ (which you can check is phase-independent, just like $F_{\mu \nu}$ in electrodynamics) on the surface bounded by the path. Alternately, we can note that a phase change changes $A$ by the gradient of a scalar, so that on a closed loop, there is no change.

Independent of Berry's work and at roughly the same time, condensed matter physicists such as Thouless were realizing that Berry phases of wavefunctions on the Brillouin zone have the same mathematical structure of gauge fields in parameter space, even though there is no longer a notion of time evolution. The Berry vector potential $\mathbf{A}$ is a way to compare or "connect" the Hilbert spaces at neighboring points in parameter space. The gauge-invariant or nearly gauge-invariant quantities constructed from $\mathbf{A}$ and its derivatives control a variety of physical quantities. For the specific case of wavefunctions on the Brillouin zone, we will see that $\mathbf{A}$ is intimately related to the location of the wavefunctions within the unit cell in real space.

To get some geometric intuition for what the Berry phase means in general, we explain why the Berry connection $A$ is called a connection, and the flux $F$ is sometimes called a curvature. A connection is a way to compare vector spaces that are attached to different points of a manifold, forming a "vector bundle". In our case, there is a one-dimensional complex vector space attached at each point in parameter space, spanned by the local eigenstate. The inner product lets us compare vectors at the same point in parameter space, but the Berry connection appears when we try to compare two vectors from slightly different points.

An example we used above of a real vector bundle is the "tangent bundle" to a Riemannian manifold (say, a sphere), made up of tangent vectors at each point, which have a dot product corresponding to the inner product in quantum mechanics. The connection in this case, which gives rise to "parallel transport" of tangent vectors, is related to the same curvature that we previously discussed with the Gauss-Bonnet theorem. Consider an airplane moving around the surface of the Earth and carrying a gyroscope that is fixed to lie in the tangent plane to the Earth's surface (i.e., free to rotate around the normal axis to the tangent plane). If the airplane follows a great circle, then it will appear to be going straight ahead to a passenger on board, and the gyroscope will not rotate relative to the plane's axis.

However, if the airplane follows a line of latitude other than the equator, or any other path that is not a "geodesic" (see a differential geometry text for details), it will feel constantly as though it is turning, and the gyroscope will appear to rotate relative to the airplane's direction. After going around a closed path in the airplane, the gyroscope may have rotated compared to a stationary gyroscope (the same physics that underlies Foucault's pendulum). As an exercise, you can work out that the total angle of rotation in circling a line of latitude is $2 \pi \sin (\phi)$, where $\phi$ is the latitude. At the equator this gives no rotation, while at the north pole this gives a $2 \pi$ rotation. This is a geometrical version of the same idea of holonomy (failure of a gyroscope to return to its initial direction) that underlies the Berry phase.

Note that a vector potential in a gauge theory and the associated Wilson loop are also examples of the concept of holonomy in a (now complex) vector bundle. The $U(1)$ Berry phase described above generalizes immediately to a non-Abelian $U(N)$ Berry phase when there are degenerate states or the energy differences between states are irrelevant, which has some important applications in condensed matter that were only recently discovered. Our primary mathematical objects in the following lectures will be properties of the wavefunctions on the Brillouin zone, which form a Hermitian bundle (a smoothly varying Hilbert space) on the $d$-dimensional torus.

One reason for introducing the idea of cohomology above was to give a sense for the mathematical structures hiding in the background of the simple calculations we do: to pick one example, the integral physicists do to calculate the Chern number, which determines the contribution of a filled 2D band to the quantum Hall effect, would be viewed by a mathematician as using the first Chern form to classify smooth complex line bundles on the Brillouin zone, and the group of line bundles under tensor products is isomorphic to the second cohomology class with integer coefficients. However, our hope is that the physical examples we discuss will be readily comprehensible even for readers not terribly excited about algebraic technology.

## Appendix A: Topological defect topics not covered in lecture but possibly of interest

## 1. Collective properties of topological defects I: the Kosterlitz-Thouless transition

One of the most remarkable examples of a collective effect arising from many topological defects is the superfluid transition in two spatial dimensions. We sketch a theoretical prediction by Kosterlitz and Thouless, anticipated in part in previous work of Berezinskii, that received spectacular experimental confirmation in work of Bishop and Reppy on ${ }^{4} \mathrm{He}$ films. Our starting point is the two-dimensional "XY model": the local spin variable on each site of a lattice is a unit vector on the circle, with the lattice Hamiltonian

$$
\begin{equation*}
H=-J \sum_{\langle i j\rangle} \mathbf{s}_{i} \cdot \mathbf{s}_{j}=-J \sum_{\langle i j\rangle} \cos \left(\theta_{i}-\theta_{j}\right), \tag{A1}
\end{equation*}
$$

where $J$ is an energy and the sum is over nearest-neighbor pairs. In the second equality we have introduced an angle $\theta$ via $s_{x}+i s_{y}=e^{i \theta}$.

This model has the same symmetry as the superfluid transition in a film of atoms with no low-temperature internal degrees of freedom, by the following argument: the Bose condensation transition means that one quantum state has a macroscopic number of atoms, and the wavefunction of this state $\psi(\mathbf{r})$ can be taken as the order parameter in the ordered phase. Suppose that we are at low temperature so that the spin moves only slightly from one site to the next. Then, in going around a large circle, we can ask how many times the spin winds around the unit circle, and define this as the "winding number" $n \in \mathcal{Z}$. Note that if the winding number is nonzero, then the continuum limit must break down at some point within the circle, as otherwise we would have the same angular rotation $2 \pi n$ around circles of smaller and smaller radius, implying larger and larger gradients and hence infinite energy (we will calculate the energy of a vortex below).

This will also let us see from a fairly simple calculation how there can be continuously varying exponents in the power-law correlations of the 2D XY model at low temperature. The assumption we'll need to make is that "vortices" are unimportant at sufficiently low temperature, so that the $2 \pi$ periodicity of the phase can be ignored (a vortex in 2 D is a point where the magnitude of the order parameter vanishes, around which the phase of the order parameter changes by a multiple of $2 \pi$ ). This calculation can be justified by looking at the RG flow in a space of two parameters: the temperature, and the vortex fugacity (essentially a parameter controlling how many vortices there are). An excellent reference for this RG flow is the original paper by J. M. Kosterlitz and D. J. Thouless, J. Phys. C 6, 1181 (1973). If there are no vortices and the magnitude of the order parameter is constant, then the effective partition function is, where $\theta$ is no longer restricted to be periodic,

$$
\begin{equation*}
Z=\int D \theta(r) e^{-\frac{K}{2} \int(\nabla \theta)^{2} d^{2} r} \tag{A2}
\end{equation*}
$$

Here $K$ is a dimensionless coupling incorporating temperature that, in a lattice model such as (A1), can be obtained by linearization. We can define a "superfluid stiffness" with units of energy $\rho_{s}=\left(k_{B} T\right) K$ that measures the energy required to create a twist in the superfluid phase. One way to look at this nonlinear sigma model is as describing slow variations of the ordered configuration at low temperature: the magnitude is fixed because fluctuations in magnitude are energetically expensive, but since there are degenerate states with the same magnitude but different $\theta$, slow variation of $\theta$ costs little energy.

In the model with no vortices, i.e., with $\theta$ treated as a real-valued rather than periodic field, the spin correlation function, which we will find goes as a power-law, is

$$
\begin{equation*}
\langle\mathbf{s}(0) \cdot \mathbf{s}(r)\rangle=\operatorname{Re}\left\langle e^{i \theta(0)} e^{-i \theta(r)}\right\rangle \tag{A3}
\end{equation*}
$$

(Actually taking the real part is superfluous if we define the correlator of an odd number of $\theta$ fields to be zero.) We choose not to rescale the $\theta$ field to make $K$ equal to unity, since such a rescaling would modify the periodicity constraint $\theta=\theta+2 \pi$ in the model once vortices are restored. To get this correlation function, we first compute the correlation of the $\theta$ fields $G(r)=\langle\theta(0) \theta(r)\rangle$, which we will need to regularize by subtracting the infinite constant $G(0)=\left\langle\theta(0)^{2}\right\rangle$.

From our previous experience with Gaussian theories, we know to write $G(r)$ as an integral over Fourier components:

$$
\begin{equation*}
G(r)=\frac{1}{(2 \pi)^{2} K} \int^{a^{-1}} \frac{e^{i \mathbf{k} \cdot \mathbf{r}}}{k^{2}} d \mathbf{r} \tag{A4}
\end{equation*}
$$

However, this integral is divergent at $k=0$ ("infrared divergent"; "ultraviolet divergent" means at $k=\infty$ ). We can regularize the divergence by subtracting out the formally infinite quantity $G(0)$, and then using $\tilde{G}(r)=G(r)-G(0)$
to calculate physical quantities.

$$
\begin{equation*}
\tilde{G}(r)=-\frac{1}{(2 \pi)^{2} K} \int^{a^{-1}} \frac{1-e^{i \mathbf{k} \cdot \mathbf{r}}}{k^{2}} d \mathbf{r} \tag{A5}
\end{equation*}
$$

Now the integral can only be a function of the ratio $r / a$ (you can check this by changing variables). As $a \rightarrow 0$, the leading term in the integration is proportional to

$$
\begin{equation*}
\tilde{G}(r)=\frac{1}{(2 \pi)^{2} K} \int^{a^{-1}} \frac{d k}{k}=-\frac{\log (r / a)}{2 \pi K}+\ldots \tag{A6}
\end{equation*}
$$

where one factor of $2 \pi$ was picked up by the angular integration. Note that at large $r, \tilde{G}$ is divergent, which makes sense since $\theta$ is unbounded.

We now want to calculate the resulting spin-spin correlator. To do this we need to use a fact about Gaussian integrals. Recall the elementary Gaussian average

$$
\begin{equation*}
\left\langle e^{i J \phi}\right\rangle=(A / \sqrt{2 \pi}) \int_{-\infty}^{\infty} d \phi e^{i J \phi} e^{-\frac{1}{2} A \phi^{2}}=e^{-\frac{1}{2} A^{-1} J^{2}}=e^{-\frac{1}{2}\left\langle J^{2} \phi^{2}\right\rangle} \tag{A7}
\end{equation*}
$$

This generalizes to the continuum limit in the following way (left to reader):

$$
\begin{equation*}
\left\langle e^{-i \theta(r)+i \theta(0)}\right\rangle=e^{-\frac{1}{2}\left\langle(\theta(r)-\theta(0))^{2}\right\rangle}=e^{G(r)-G(0)} \tag{A8}
\end{equation*}
$$

So finally

$$
\begin{equation*}
\langle\mathbf{s}(0) \cdot \mathbf{s}(r)\rangle=\operatorname{Re}\left\langle e^{i \theta(r)-i \theta(0)}\right\rangle=\frac{1}{(r / a)^{1 / 2 \pi K}} \tag{A9}
\end{equation*}
$$

We expect on physical grounds that this power-law correlation function ("algebraic long-range order") cannot survive up to arbitrarily high temperatures; above some maximum temperature, there should be a disordered phase with exponentially decaying correlations. To understand how our physical expectation of exponentially short correlations at high temperature is made correct, we give a simple picture due to Kosterlitz and Thouless (which is supported by a more serious RG calculation). The picture is that the phase transition results from an unbinding of logarithmically bound vortex-antivortex pairs, which can be viewed as the plasma-gas transition of a two-dimensional Coulomb plasma ${ }^{3}$. Vortex-antivortex pairs are logarithmically bound because the energy of a single vortex of winding number $n$ goes as, restoring a factor of temperature in order to obtain units of energy,

$$
\begin{equation*}
E=\frac{1}{2} K\left(k_{B} T\right) \int_{a}^{L}(n / r) d^{2} r \sim \pi n^{2} K \log (L / a) \tag{A10}
\end{equation*}
$$

Here $L$ is the long-distance cutoff (e.g., system size) and $a$ is the short-distance cutoff (e.g., vortex core size). Although the energy of a single vortex in the infinite system diverges, the interaction energy of a vortex-antivortex pair does not; each vortex has energy given by (A10), but with the system size replaced by the intervortex spacing. Note that changes of order unity in the definition of this spacing or the core size will add constants to the energy but not change the coefficient of the logarithm.

We would like to compare the free energy of two phases: one in which vortices are "bound" in pairs, and essentially do not modify the Gaussian model, and one in which vortices are numerous and essentially free, although the system is still charge-neutral (total winding number 0). Suppose the vortices in the free phase have typical separation $L_{0}$. Then each vortex can be distributed over a region of size $L_{0}{ }^{2}$, and the entropic contribution to the free energy per vortex is $-T S=-2 T \log L_{0} / a$. The energy cost is $E=\pi n^{2} J \log L_{0} / a$, so there should be a phase transition somewhere near $T_{K T}=\pi J / 2 k_{B}$, where we have written $K=J / k_{B} T$ in order to define a coupling energy scale $J$.

[^2]A bit more work shows that this coupling scale, as we have defined it, is exactly the "superfluid stiffness" $\rho_{s}$ that measures the energy induced by a twist in the superfluid phase. More precisely, the Kosterlitz-Thouless transition occurs when the asymptotic long-distance stiffness $\rho_{s}^{\infty}$, including renormalization by bound vortex pairs, satisfies

$$
\begin{equation*}
\rho_{s}^{\infty}=\frac{2 k_{B} T_{K T}}{\pi} \tag{A11}
\end{equation*}
$$

This prediction of a universal jump at $T_{K T}$ in the superfluid stiffness was beautifully confirmed in experiments by Bishop and Reppy. Another way to state this result is that a 2D superfluid that starts at short distances with stiffness less than this value allows vortices to proliferate and reduce the long-distance superfluid stiffness to zero. This behavior is rather different from that in higher dimensions, where the superfluid density flows to zero smoothly.

## 2. Collective properties of topological defects II: the vortex lattice

In the above example, finite temperature induces a pattern, because of entropic considerations, that on average has equal numbers of vortices with positive and negative winding numbers ("vortices" and "anti-vortices"). Rotating a three-dimensional superfluid system generates line vortices along the direction of rotation that, at sufficiently low temperature, form an ordered lattice. ${ }^{4}$ These line vortices can be viewed as arising from the boundary conditions at infinity, which must describe a nonzero overall flow. A key property of superflows is that the flow is "locally irrotational": if the superfluid flow can be defined throughout in a closed region, then the total angular momentum is zero. However, the existence of vortex cores allows nonzero winding number: more precisely, the circulation around a vortex of winding number $n$ is quantized to be

$$
\begin{equation*}
\oint \mathbf{v} \cdot d \mathbf{l}=\frac{2 \pi \hbar}{m} . \tag{A12}
\end{equation*}
$$

The density of vortices in a rotated superfluid is determined by the condition that the overall circulation match that imposed by the rotation. ${ }^{5}$

This vortex lattice, first studied theoretically by Tkachenko, is a slightly simpler analogue of the Abrikosov vortex lattice generated by applying a magnetic field to type-II superconductors. The main difference is that a superconductor has two inequivalent energy scales: the correlation length $\xi$, which describes spatial variations of the order parameter, and the penetration depth $\lambda$, which describes spatial variations of the gauge field. In neutral superfluids the second term is absent and microscopic details only enter in one length scale, the vortex core size $a$ (the analogue of $\xi$ in a superconductor).

Tkachenko's approach was to solve for the full superfluid flow field using elliptic functions. Here we give a trick to compare the energy of different vortex lattices and understand why the triangular lattice is favored in the dilute limit (the distance between vortices is much larger than the core size). The third dimension can be ignored at low temperature where it is favorable for vortex lines to be straight.

[^3]
[^0]:    ${ }^{1}$ A good question is why we write the Euler characteristic as $2-2 g$ rather than $1-g$; one way to motivate this is by considering polygonal approximations to the surface. The discrete Euler characteristic $V-E+F$, where $V, E, F$ count vertices, edges, and faces, is equal to $\chi$. For example, the five Platonic solids all have $V-E+F=2$.

[^1]:    2 A smooth choice of reference wavefunctions is always possible locally but not possible globally, as in the example of a spin-half particle moving in a Zeeman magnetic field.

[^2]:    ${ }^{3}$ The phase with unbound vortices can be viewed as a "plasma" phase since it is has unbound positive and negative charges (vortices) as in a plasma. Note, of course, that the logarithmic interaction between vortex charges in 2D is just like that between Coulomb charges in 2D. A more serious calculation constructs an RG flow in terms of vortex fugacity to show that below a critical temperature vortices are irrelevant (their fugacity scales to 0 ), while above that temperature vortices are relevant (their fugacity increases upon rescaling).

[^3]:    ${ }^{4}$ Strictly speaking this lattice will, in a system of finite thickness, not have truly long-ranged correlations at nonzero temperature, but rather algebraic decay, because of the Mermin-Wagner theorem.
    ${ }^{5}$ Note that the velocity of the rotating container must exceed the first critical velocity in order for the vortices to be created, if the superfluid was initially stationary. Otherwise the superfluid can just remain stationary, as a moving wall with velocity less than the critical velocity will not excite particles out of the superfluid.

